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We determine the dynamical structure factor of the two-leg spin-1
2 Heisenberg ladder at low temperatures in

the regime of strong rung coupling. The dominant feature at zero temperature is the coherent triplon mode. We
show that the line shape of this mode broadens in a nonsymmetric way at finite temperatures and that the
degree of asymmetry increases with temperature. We also show that at low frequencies, a temperature-induced
resonance akin to the Villain mode in the spin-1

2 Heisenberg Ising chain emerges.
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I. INTRODUCTION

The zero-temperature behavior of two-leg spin-1
2 Heisen-

berg ladders is by now well understood and has been ana-
lyzed by a variety of theoretical methods.1–10 Recently, the
dynamical structure factor �DSF� has been measured by in-
elastic neutron-scattering experiments for the ladder com-
pounds La4Sr10Cu24O41 �Ref. 11� and CaCu2O3 �Ref. 12� and
was found to be in excellent agreement with theoretical
predictions at T=0. The limit of strong rung coupling
�=J� /J��1, see Fig. 1, is particularly simple. In the limit
�=0, the ground state is a tensor product state of rung sin-
glets. Excitations involve breaking one of the dimers, which
leads to a finite gap �=J�. A small but finite J� gives a
dispersion to these excitations, which are commonly referred
to as either “magnons” or “triplons.”3 We will follow the
latter terminology in this work. The triplon bandwidth is
small compared to their gap.

The dominant feature of the DSF at zero temperature is a
delta function following the triplon dispersion. At higher en-
ergies, there are multitriplon continua, which for small � are
weak. These features have been analyzed in detail in the
literature.1–10

Much less is known about the finite-temperature dynam-
ics of one-dimensional quantum magnets in general and the
two-leg ladder, in particular.13–24 In the limit of large �, the
DSF for the two-leg ladder model was studied by means of a
semiclassical analysis by Damle and Sachdev.13 They
showed that at very low temperatures T��, the T=0 triplon
delta-function peak in the DSF broadens and is well de-
scribed by a Lorentzian line shape. This behavior was argued
to be universal for one-dimensional gapped antiferromag-
nets. Very recently the question of how the DSF evolves as
the temperature is increased above the semiclassical regime
has been addressed in several models by numerical22 and
analytical methods.23,24 It was shown that at higher tempera-
tures, but still smaller than the gap, the triplon peak is broad-
ened in a rather asymmetric fashion. In this paper, we calcu-
late the dynamical structure factor for a spin-ladder system
�Fig. 1� at low temperatures. This is a quantity of experimen-
tal interest, probed by inelastic neutron-scattering
experiments.25–32 Our calculation is restricted to the limit of
weak coupling between the dimers, which we treat in pertur-
bation theory to first order in �=J� /J� for both excitation
energies and matrix elements.

The Hamiltonian of the spin-ladder system reads

H = H0 + H1,

H1 = �
j=0

1

�
n=0

L−1

J�S j,n · S j,n+1,

H0 = �
n=0

L−1

J�S0,n · S1,n. �1�

Here the dominant exchange coupling J� is along the rungs
connecting neighboring spins on different legs of the ladder
and J� �J� represents a small interaction between the neigh-
boring rungs. In the limit of zero interrung coupling, the
ground state is a product of singlet states on every rung. The
elementary excitations are ��Q�� triplets of energy J�, which
is the difference between the dimer triplet and singlet states.

Our first goal is to calculate the dynamical susceptibility,
which is related to the dynamical structure factor by

S����,Q� = −
1

�

1

1 − exp�− ���
I�	����,Q�� . �2�

Here � ,�=x ,y ,z. In the Matsubara formalism, the �� com-
ponent of the susceptibility is given by

S=1/2J

J

FIG. 1. Exchange couplings for a spin-ladder system. In the
strong rung coupling limit, J� �J�.
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	����,Q� = −
1

2L
�

0

�

d
ei�n
� �
j,k=0

1

�
l,l�=0

L−1

e−iQ·�Rj,l−Rk,l��

�	Sj,l
� �
�Sk,l�

� 
��n→�−i�, �3�

where 	¯ 
 denotes the thermal average,

	S j,l
� �
�Sk,l�

� 
 =
1

Z
Tr�e−�HSj,l

� �
�Sk,l�
� � . �4�

As a consequence of the SU�2� symmetry of the Heisenberg
interaction, all off-diagonal elements of the susceptibility
tensor are zero and all diagonal elements are identical. It
is therefore sufficient to calculate 	zz�� ,Q�. The trace in
Eq. �4� is taken over a basis of states, and Z represents the
partition function. Using translational invariance, writing the
time evolution of spin operators as Sz�
�, and inserting a
complete set of simultaneous eigenstates of the Hamiltonian
and the momentum operator into the formula for the suscep-
tibility �Eq. �3�� gives

	zz��,Q� = −
1

Z
�

0

�

d
ei�n
 1

2L�
l,l�

e−iQ��l−l��

��
n,m

e−�
me−
�
n−
m�ei�pn−pm��l−l��Mn,m. �5�

The sum runs over a complete set of states �n
 with well
defined momentum pn and energy 
n. The expression for
Mn,m is

Mn,m = �	n�S0,0
z �m
�2 + �	n�S1,0

z �m
�2

+ eiQ�	n�S0,0
z �m
	m�S1,0

z �n


+ e−iQ�	n�S1,0
z �m
	m�S0,0

z �n
 . �6�

After performing the Fourier transform and analytically
continuing to real frequencies, Eq. �5� reads

	zz��,Q� =
L

2 �
n,m

e−�
n − e−�
m

� + i� + 
n − 
m
�Q�+pn,pm

Mn,m. �7�

II. DIAGONALIZATION OF SHORT CHAINS

For small systems, we may calculate a basis of simulta-
neous eigenstates of the Hamiltonian and the momentum op-
erator numerically using a standard exact diagonalization
�ED� package. This allows the spectral sum in Eq. �7� to be
evaluated. As a ladder of L rungs has a Hilbert space of
dimension 4L, this method is only feasible up to L=8. The
numerically calculated dynamical structure factor for such
small finite systems is obtained as a sum over delta functions
in frequency. In order to facilitate comparisons with the re-
sult in the thermodynamic limit, we introduce a sufficiently
large value for the Lorentzian width � in Eq. �7� to obtain a
smooth function. To observe thermal broadening of the line
shape, the temperature has to be large enough for thermal
effects to dominate over the artificial broadening due to �. In
Fig. 2, we show some typical results obtained by this method
at intermediate temperatures T�J�. In Sec. VII, we compare

the results of the low-temperature expansion developed in
the following to the exact numerical answer for L=8.

III. LOW-TEMPERATURE EXPANSION

In what follows, we use the fact that for J� �J� states can
still be labeled by their triplon number for J� =0, although it
ceases to be a good quantum number for J��0. Subse-
quently, we will refer to the perturbative eigenstates as
“r-particle states” ��r
, where the terminology indicates that
they reduce to r-triplon states when J� is taken to zero. Here,
�r is a complete set of quantum numbers uniquely identify-
ing the state under consideration. Using this notation, we
rewrite Eq. �7� as

	zz��,Q� �
1

Z
�

r,s=0

�

Er,s + Fr,s,

Er,s =
L

2 �
�r,�s

e−�
�r

� + i� + 
�r
− 
�s

�Q�+p�r
,p�s

M�r,�s
,

Fr,s = −
L

2 �
�r,�s

e−�
�s

� + i� + 
�r
− 
�s

�Q�+p�r
,p�s

M�r,�s
. �8�

For sufficiently small J� �J�, we may associate a formal
temperature dependence with Er,s and Fr,s,

Er,s = O�e−�rJ��, Fr,s = O�e−�sJ�� . �9�

Equation �6� becomes

M�r,�s
= 2�	�r�S0,0

z ��s
�2�1 + �− 1�r−scos�Q��� �10�

because due to the leg exchange symmetry,

	�r�S0,0
z �0���s
 = �− 1�r−s	�r�S1,0

z �0���s
 . �11�

The quantities Er,s and Fr,s as well as the partition function Z
diverge in the thermodynamic limit. We therefore reorder the
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FIG. 2. �Color online� The interband transition for
�Q� ,Q��= �� ,� /2� found by exact diagonalization of a J� =0.25J�

ladder system of L=8 rungs. The thermal broadening is much
greater than �=0.01.
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spectral sum in the spirit of a linked-cluster expansion
following Ref. 33. To do so, we express the partition function
as �Appendix A�

Z = �
n=0

�

Zn, �12�

where Zn is the contribution of n-particle states. It is further-
more convenient to combine quantities with the same formal
temperature dependence as

Gr,s = Er,s + Fs,r. �13�

We then define the quantities

C0 = �
j=1

�

G0,j ,

C1 = G1,0 + �
j=1

�

�G1,j − Z1G0,j−1� ,

C2 = G2,0 + �G2,1 − Z1G1,0�

+ �
m=2

�

�G2,m − Z1G1,m−1 + �Z1
2 − Z2�G0,m−2�,

C3 = ¯ . �14�

The Cn are the sums of all cluster functions with the same
formal temperature dependence. Hence we obtain by con-
struction that �as the triplon bandwidth is small compared to
the triplon gap�

Cn = O�e−�nJ�� . �15�

We can then reexpress the spectral sum in Eq. �5� as

	zz��,Q� =
1

Z
�

r,s=0

�

�Er,s + Fr,s� = �
n=0

�

Cn. �16�

Now we postulate that Cn are finite in the thermodynamic
limit and Eq. �16� constitutes a low-temperature expansion.
This assumption is valid in the limit of noninteracting dimers
J� =0. We furthermore verify it by explicit calculation for the
leading contribution C1 for J��0. By virtue of the existence
of a spectral gap �, the contribution of Cn is seen to be
proportional to e−n�/T so that Eq. �16� constitutes a low-
temperature expansion in the small parameter e−�/T, which
can be viewed as the density of triplons in the state of ther-
mal equilibrium.

Divergences

As we will see, the expansion �16� exhibits “infrared”
divergences at �A� �→ �
�Q��. These occur in the “inter-
band transition” terms Gj,j+1. At �B� �→ �2J� sin�Q� /2�
they occur in the “intraband transition” terms Gj,j. In order to
deal with these divergences, we need to sum up an infinite
number of terms in the low-temperature expansion. This can
be done by following Refs. 23 and 24.

“Interband” processes

The expansion �16� contains as the leading term the
T=0 result, which diverges when the external frequency �
approaches the single-triplon dispersion 
�Q�� like

1

�� + i��2 − 
2�Q��
. �17�

This corresponds to the coherent propagation of a single
triplon at T=0 and leads to a contribution proportional to
���2−
2�Q��� in the dynamical structure factor. On the other
hand, for any finite temperature we expect this delta function
to be broadened. This is a nonperturbative effect and cannot
be captured in any finite order in the expansion �16�. The fact
that a broadening occurs emerges from the occurrence of
infrared divergences in Eq. �16�, i.e., singularities when the
external frequency � approaches the single-triplon disper-
sion 
�Q��. For example, we show below that the first sub-
leading contribution C1 exhibits a divergence

� 1

�� + i��2 − 
2�Q��

2

. �18�

We expect the higher terms in the expansion to exhibit ever
stronger divergences of this type, which need to be summed
up in order to obtain a physically meaningful result. This can
be achieved by employing a self-energy formalism.23,24 To
deal specifically with the divergence at �2=
2�Q��, we divide
the expansion �16� for the susceptibility into a singular �for
�2→
2�Q��� and a regular piece as follows:

	zz��,Q� = 	sing,1
zz ��,Q� + 	reg

zz ��,Q� . �19�

We then introduce a self-energy �1�� ,Q� by expressing the
singular contribution to the dynamical susceptibility in the
form of

	sing,1
zz ��,Q� =

G0,1��,Q�
1 − G0,1��,Q��1��,Q�

= G0,1��,Q�

+ G0,1
2 ��,Q��1��,Q� + ¯ . �20�

Here G0,1�� ,Q� is the singular contribution to the leading
term C0 in the expansion �16�. Matching Eq. �20� to Eq. �16�
then yields a low-temperature expansion of both 	reg�� ,Q�
and the self-energy

�1��,Q� = �
j=1

�

�1
�j���,Q� , �21�

where the formal temperature dependence of the nth contri-
bution is

�1
�n���,Q� = O�e−n��� . �22�

“Intraband” processes

In the intraband processes Gj,j�� ,Q� �j=1,2�, we en-
counter singularities of the form

�4J�
2 sin2�Q�/2� − �� + i��2�−j−1/2. �23�

We can deal with these singularities by employing a self-
energy formalism in a way completely analogous to the way
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we proceeded for the interband processes. This results in a
two-self-energy formalism for the dynamical susceptibility.
We express 	zz�� ,Q� as a sum of three terms,

	zz��,Q� = 	sing,1
zz ��,Q� + 	sing,2

zz ��,Q� + 	reg
zz ��,Q� ,

�24�

where 	sing,1
zz �� ,Q� and 	sing,2

zz �� ,Q� denote the
contributions of all terms singular for �2→
2�Q�� and
�2→4J�

2 sin2�Q� /2�, respectively. The contribution
	sing,2

zz �� ,Q� defines a self-energy �2�� ,Q� by

	sing,2
zz ��,Q� =

G1,1��,Q�
1 − G1,1��,Q��2��,Q�

= G1,1��,Q�

+ G1,1
2 ��,Q��2��,Q� + ¯ . �25�

Matching the expansions �25� to the low-temperature expan-
sion for 	sing,2

zz �� ,Q� generates a low-temperature expansion
for the self-energy �2�� ,Q�.

IV. EXCITED STATES IN THE LIMIT OF WEAK
INTERDIMER COUPLING

A. Single-triplon excited states

We start with the Hamiltonian �1�. H0 is the dominant part
of the Hamiltonian, which describes L uncoupled dimers.
The eigenstates of H0 are tensor products of singlet and trip-
let states at sites n=0, . . . ,L−1. The unique ground state of
H0 is thus a series of singlet states on every site n. There are
3L degenerate first excited states that consist of L−1 singlets
and one triplet. We treat H1 as a perturbation to H0 and
construct a basis for one- and two-particle excited states.

We define an operator da�m�, which creates a triplet at site
a with z component of spin m when acting on the ground
state �0
. Single-particle states with a definite value of mo-
mentum p that carry spin-1 are constructed as

�p,m
 =
1
�L

�
n=0

L−1

eipndn�m��0
 . �26�

With periodic boundary conditions SL�S0, translational in-
variance makes momentum a good quantum number and the
above states are orthogonal, which enables us to use nonde-
generate perturbation theory to calculate the single-particle
energy shifts. To first order in �=J� /J�, the dispersion is
given by


p = J� + J� cos�pa�� , �27�

where a� is the separation between the dimers. Imposing pe-
riodic boundary conditions leads to the quantization of one-
particle momenta,

eipL = 1. �28�

B. Two-triplon excited states

We now construct a basis of two-particle states in which
H1 is diagonal. To lowest order in �, the two-particle states
can be written as

�p1,p2,S,m
 = NS�p1,p2��
a=1

L−1

�
b=0

a−1

�a,b
S �p1,p2��a,b

S,m�0
 , �29�

where

�a,b
S,m = �

m1,m2

�m1,m2

S,m da�m1�db�m2� . �30�

Here �S,m are Clebsch-Gordan coefficients. The total spin
takes values S=0,1 ,2 and the normalization NS�p1 , p2� de-
pends on spin and linear momenta in general. The spatial
part of the wave function is given by

�a,b
S �p1,p2� = ei�p1a+p2b� + Ap1,p2

S ei�p1b+p2a�, �31�

where the phase shifts Ap1,p2

S encode triplon-triplon
interactions. The boundary condition �L−1,b

S �p1 , p2�
��−1�S�b,0

S �p1 , p2�, where the sign is due to odd S states
being antisymmetric, leads to nontrivial quantization of two-
particle momenta,

�− 1�SAp1,p2

S = eip1L = e−ip2L. �32�

These equations require a numerical solution. Since for real
momenta Ap1,p2

S is a pure phase, we introduce the notation

�p1,p2

S = − i ln�Ap1,p2

S � . �33�

The normalization of two-particle states is given by

NS�p1,p2� = �L�L − 1� − L

sin�1

2
�p1 − p2� − �p1p2

S �
sin�1

2
�p1 − p2�� �

−1/2

.

�34�

The two-particle states have degeneracy 32� L
2 �. A basis of the

two-particle subspace in which H1 is diagonal is constructed
by requiring that

P2H1�p1,p2,S,m
 = �
p1
+ 
p2

��p1,p2,S,m
 . �35�

Here P2 is the projection operator onto two-particle states.
This leads to a condition on Ap1,p2

S . When the triplets in the
sum �27� are not on adjacent rungs, this condition is satisfied
for any A. Considering the case of neighboring triplets, we
find

Ap1,p2

0 = −
1 + e−i�p1+p2� + 2e−ip2

1 + e−i�p1+p2� + 2e−ip1
,

Ap1,p2

1 = −
1 + e−i�p1+p2� + e−ip2

1 + e−i�p1+p2� + e−ip1
,

Ap1,p2

2 = −
1 + e−i�p1+p2� − e−ip2

1 + e−i�p1+p2� − e−ip1
. �36�
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The procedure for solving Eq. �36� is outlined in Appendix
B. Without affecting the result in the thermodynamic limit,
we simplify the calculation by considering L to be even.

V. MATRIX ELEMENTS

A. Selection rules

At low temperatures T�J�, the leading terms in the ex-
pansion �16� involve states with at most two triplons �in the
aforementioned sense that the corresponding states reduce to
states with at most two triplets in the J� =0 limit�. In the
following, we compute the matrix elements which link zero-,
one-, and two-particle states.

The operator Sj,l
z acts on a single site, thus changing the

triplon number by �n=0 or 1. To first order in �, H1 mixes
states with those differing in triplon number by �n= �2. As

however we will only consider the modulus squared of the
matrix elements, this correction is only relevant in the case
that the matrix element is nonzero to leading order. The rule
remains valid. Sj,l

z conserves the total Sz which we have used
to label states so �Sz=0. The total spin S has to obey the
triangle rule. The operator under consideration is a vector,
thus ��S��1 and a transition where S=0 in both initial and
final state is forbidden. As the operator is acting on a single
site, when �S=0 the Sz=0 states have a zero matrix element.

B. Interband matrix elements

The matrix elements will be expressed in terms of
US�p , p1 , p2�. There are several cases to consider for each of
the types of solution listed in Appendix B, and their respec-
tive contributions are shown in Appendix C 1. The form for
a real solution is

US�p,p1,p2� � LNS�p1,p2�e−i/2�p1,p2

S
ei�/2S� sin�1

2
�p − p1 + �p1,p2

S − �S��
sin�1

2
�p − p1�� +

sin�1

2
�p − p2 − �p1,p2

S − �S��
sin�1

2
�p − p2�� � . �37�

We also calculate the perturbative correction to the matrix elements to order O��� in Appendix C 3. The relevant matrix
elements are given in Table I.

C. Intraband matrix elements

In the two-triplon sector, transitions are possible between most combinations of states listed in Appendix B. The full list is
shown in Appendix C 2. The result for transitions between real states is

TABLE I. Nonzero matrix elements of Sj,0
z to order �. For the definitions see Eqs. �37�, �38�, and

�C16�.

	0�Sj,0
z �p ,0
 �−1� j+1 1

2�L
�1− �

2 cos�p��
	p� , �1�Sj,0

z �p , �1
 �
1

2L

	p1 , p2 ,0 ,0�Sj,0
z �p ,0
 �−1� j+1� 1

12L3 �U0�p , p1 , p2�− �
2 V0�p , p1 , p2��

	p1 , p2 ,1 , �1�Sj,0
z �p , �1
 ��−1� j� 1

8L3 �U1�p , p1 , p2�− �
2 V1�p , p1 , p2��

	p1 , p2 ,2 ,0�Sj,0
z �p ,0
 �−1� j� 1

6L3 �U2�p , p1 , p2�− �
2 V2�p , p1 , p2��

	p1 , p2 ,2 , �1�Sj,0
z �p , �1
 �−1� j� 1

8L3 �U2�p , p1 , p2�− �
2 V2�p , p1 , p2��

	p1� , p2� ,1 , �1�Sj,0
z �p1 , p2 ,1 , �1
 �

1
4L2 W1,1�p1� , p2� , p1 , p2�

	p1� , p2� ,2 , �2�Sj,0
z �p1 , p2 ,2 , �2
 �

1
2L2 W2,2�p1� , p2� , p1 , p2�

	p1� , p2� ,2 , �1�Sj,0
z �p1 , p2 ,2 , �1
 �

1
4L2 W2,2�p1� , p2� , p1 , p2�

	p1� , p2� ,2 , �1�Sj,0
z �p1 , p2 ,1 , �1
 �

1
4L2 W2,1�p1� , p2� , p1 , p2�

	p1� , p2� ,2 ,0�Sj,0
z �p1 , p2 ,1 ,0
 1

2�3L2 W2,1�p1� , p2� , p1 , p2�
	p1� , p2� ,1 ,0�Sj,0

z �p1 , p2 ,0 ,0
 1
2L2

� 2
3W1,0�p1� , p2� , p1 , p2�
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WS�,S�p1�,p2�,p1,p2� = L2NS�p1,p2�NS��p1�,p2��e
i/2��p1,p2

S −�
p1�,p2�
S� +�S�−S���

�� sin�1

2
�p1 − p1� − �p1,p2

S + �p1�,p2�
S� − �S� − S����

sin�1

2
�p1 − p1��� +

sin�1

2
�p1 − p2� − �p1,p2

S − �p1�,p2�
S� − �S� − S����

sin�1

2
�p1 − p2���

+

sin�1

2
�p2 − p1� + �p1,p2

S + �p1�,p2�
S� − �S� − S����

sin�1

2
�p2 − p1��� +

sin�1

2
�p2 − p2� + �p1,p2

S − �p1�,p2�
S� − �S� − S����

sin�1

2
�p2 − p2��� � .

�38�

In the cases that either of the momenta in the first state equals either of those in the second, the corresponding fraction needs
to be replaced by

− �L − 1�ei/2���p1,p2

S ��
p1�,p2�
S� −�S�−S���.

VI. SPECTRAL REPRESENTATION AND RESUMMATION

The leading contributions to the low-temperature expansion for the dynamical susceptibility are given by G0,1=E0,1+F1,0.
Using the matrix elements from Table I, we find that to order � we have

G0,1 =
�1 − cos Q��

4
�1 − � cos Q��� 1

� + i� − 
Q�

−
1

� + i� + 
Q�


 . �39�

These give rise to a delta-function peak located at the one-triplon excitation energy. The intraband term G1,1 is given by

G1,1 =
�1 + cos Q��

2L
�

p

e−�
p − e−�
Q�+p

� + i� + 
p − 
Q�+p
. �40�

Similarly, we find the interband terms

G1,2 =
�1 − cos Q��

4L2 �
p1�p2

��e−�
Q�+p1+p2� 1

� + i� + 
Q�+p1+p2
− 
p1

− 
p2

−
1

� + i� + 
p1
+ 
p2

− 
Q�+p1+p2


�
S

2S + 1

3
��US

2 − �USVS��� . �41�

The sum over p1 , p2 is taken over all momenta that satisfy
the boundary conditions in Eq. �32�, and these momenta de-
pend on S. The leading term in G1,2 scales with L but cancels
against the “disconnected” contribution Z1G0,1. The low-
temperature expansion of the dynamical susceptibility now
takes the form

	zz��,Q� � C0 + C1 + C2, �42�

where

C0��,Q� � G0,1,

C1��,Q� � G1,0 + G1,1 + �G1,2 − Z1G0,1� ,

C2��,Q� � G2,2 − Z1G1,1. �43�

Here Z1=3�pe−�
p is the single-particle contribution to the
partition function. We note that in C2 we only have taken into

account the intraband processes. We observe the following
divergences in Cn:

Cn��,Q�� � � � 1

�� + i��2 − 
2�Q��

1+n

�2 � 
Q�

2

� 1


2�Q�� − �� + i��2
n−1/2
�2 � 
Q�

2 ,�
�44�

where we have defined


�k� = 2J� sin�Q�/2� . �45�

The first �second� kind of singularity is seen to be present in
Cn for n=0,1 �n=1,2�. We expect Eq. �44� to hold for n
�2 as well. Following the procedure set out in Sec. III, we
define
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	sing,2
zz � G1,1 + �G2,2 − Z1G1,1� ,

	sing,1
zz � G0,1 + G1,0 + �G1,2 − Z1G0,1� . �46�

The leading orders in the low-temperature expansions of the
self-energies then take the form

�1��,Q� = G0,1
−2 ��,Q��G1,2��,Q� − Z1G0,1��,Q�� ,

�2��,Q� = G1,1
−2 ��,Q��G2,2��,Q� − Z1G1,1��,Q�� . �47�

Our approximate result for the DSF is then

Szz��,Q� = − lim
�→0

1

�

1

1 − e−��I� G1,1��,Q�
1 − G1,1��,Q��2��,Q�

+
G0,1��,Q�

1 − G0,1��,Q��1��,Q�� . �48�

VII. RESULTS AND DISCUSSION

In order to present explicit results, we choose �=0.1 and
perform numerical calculations on a system of L=1000
dimers. Doubling the number did not change the results sig-
nificantly. The limit �→0 is approximated by choosing a
value larger than the spacing of the momentum values due to
finite size, which is of order O� 4�

L J��, but small compared to
the thermal broadening J�e−�J�, so that the shape of the re-
sponse is not changed significantly. One problem we encoun-
ter is that to the order in J� /J� we are working in, the bound
state contributions to C1 give rise to sharp peaks for kine-
matic reasons. These features will be suppressed once higher
orders in perturbation theory are taken into account, even
if we do not sum higher-order terms in the low-temperature
expansion �which would lead to a further broadening�. Given
that the sharp bound state peaks are an artifact of the order in
perturbation theory considered, we choose to suppress them
in the various plots by specifying a sufficiently large broad-
ening �=0.01. This also facilitates comparison to the ED
results. The choice of Q� affects the mixing between the
intraband ��cos2 1

2Q�� and interband ��sin2 1
2Q�� responses.

Hence plots are given for Q�=� /2, where both types of
transition are allowed with equal weight.

A. Broadening of the triplon line

We first consider the temperature evolution of the
triplon line. At T=0, the structure factor features a
delta-function line following the triplon dispersion. In
Fig. 3, we plot Szz�� ,Q� as a function of frequency for wave
vector Q= �� ,� /2� and temperatures in the range
0.2J��T�0.4J�. We see that the line broadens asymmetri-
cally in energy as the temperature increases. On the other
hand, at sufficiently low temperatures we expect the line
shape to be well approximated by a Lorentzian.13 In Fig. 4,
we show a comparison of the actual result to a Lorentzian fit

SLor��,Q� = A�Q�
1/
�

�� − 
�Q���2 + 1/
�
2 . �49�

Figure 5 shows the dependence of the asymmetry on q�. The
falloff is slower toward the center of the dispersion. In order

to establish the temperature range in which our low-
temperature expansion provides accurate results, we compare
Eq. �48� to numerical results obtained by a direct diagonal-
ization of the Hamiltonian for short chains. To obtain a con-
tinuous curve for the structure factor, we convolve the nu-
merical results with a Lorentzian of width �=0.02. Figure 6
shows such a comparison for T=0.4J�, Q�=� /2, Q� =�,
and L=1000. We see that there is good agreement between
the two methods.

B. Finite-temperature resonance at low frequencies

As in the state of thermal equilibrium, there is a finite
density of triplons, incident neutrons can scatter off them
with energy transfers small compared to the gap. Accord-
ingly at finite temperatures, there is a spin response at ener-
gies ��0. To leading contribution to this “intraband re-
sponse” is

0.8 0.85 0.9 0.95 1
ω / J⊥

0

2

4

6

8

S
zz

T = 0.20 J⊥
T = 0.25 J⊥
T = 0.30 J⊥
T = 0.35 J⊥
T = 0.40 J⊥

FIG. 3. �Color online� The interband transition for
�Q� ,Q��= �� ,� /2� and L=1000 sites. The asymmetry grows as T
increases.

0.7 0.8 0.9 1 1.1
ω/J⊥

0

1

2

3

S
zz

resummed
Lorentzian fit

FIG. 4. �Color online� The resummed interband transition line
shape for T=0.4J�, Q�=� /2, Q� =�, �=0.01, and L=1000 to-
gether with a Lorentzian best fit demonstrating the asymmetric line
shape.
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−
1

�

1

1 − e−��IG1,1 =
1 + cos�Q��

2�

e−��J−�/2�

��2�Q�� − �2

� cosh�� cot�Q�/2�
2

��2�Q�� − �2�
����2�Q�� − �2� , �50�

where ��Q�� is given by Eq. �45�. This contribution contains
square-root singularities for �→ ���Q��, which get smooth-
ened once we resum terms following Sec. III. In Fig. 7, we
plot the dynamical structure factor at low frequencies for
several temperatures in the range 0.2J��T�0.4J�. We see
that the integrated intensity increases with temperature while
a strong peak at ����Q�� remains. This is very similar to
what happens in the spin-1

2 Heisenberg-Ising chain,34 where
this feature was first predicted by Villain.35

C. Summary

In this work, we have determined the low-temperature
dynamical structure factor of the two-leg spin-1

2 Heisenberg

ladder in the limit where the leg coupling is weak compared
to the rung exchange. We have shown that the sharp delta-
function line following the triplon dispersion at T=0 gets
broadened in an asymmetric way at T�0. The dominant
processes at low T involve scattering from one-triplon to
two-triplon states in the presence of a “thermal background,”
as described in Sec. III. We have also determined the
temperature-activated contribution to the structure factor at
low frequencies. Here the dominant processes at low T in-
volve scattering between different two-triplon states in the
presence of a thermal background. Our analysis is based on
the method developed in Ref. 24 for the case of the alternat-
ing spin-1

2 Heisenberg chain. We have gone beyond Ref. 24
in two important aspects. First, we have taken into account
all perturbative corrections to the various matrix elements to
order O�J� /J��. This establishes that higher-order perturba-
tion theory in J� /J� can be combined with the low-
temperature expansion of Ref. 24. Second, we have included
the order O�e−2�J�� correction G2,2−Z1G1,1 to the intraband
contribution. This allows us to describe the low-frequency
temperature-induced “resonance” in a significantly larger
temperature window and demonstrates the difficulties en-
countered when dealing with higher orders in the low-
temperature expansion. It would be interesting to compare
our results to experiments on ladder materials. Perhaps the
best candidate is �C5H12N�2CuBr4, which is a highly one-
dimensional two-leg ladder material with ��0.256.36–38 Ex-
perimental studies of the temperature evolution of the dy-
namical structure factor for this material are under way.39
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APPENDIX A: LINKED-CLUSTER EXPANSION FOR J¸=0

For J� =0, we are dealing with an ensemble of uncoupled
dimers. The dynamical susceptibility can then be calculated
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FIG. 5. Dependence of the interband transition at T=0.5J� on
Q�. Q� is fixed at � /2 and L=1000. The graphs are offset by n for
Q� =n� /4.

0 0.5 1
ω/J⊥

0

0.5

1

1.5

2

S
zz

resummed
ED

FIG. 6. �Color online� A comparison of the resummed spectral
function for T=0.4J�, Q�=� /2, Q� =�, �=0.02, and L=1000 to
the ED result for a L=8 system.
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FIG. 7. �Color online� The intraband transition at a series of
temperatures. Q�=� /2, Q� =�, �=0.01, and L=1000.
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by elementary means in the Matsubara formalism. After ana-
lytic continuation, we obtain

	zz�� � 0,Q� =
J�

2

1 − e−�J�

1 + 3e−�J�

1 − cos�Q��
�� + i0�2 − J�

2 . �A1�

The temperature-dependent factor can be expanded at low
temperatures,

1 − e−�J�

1 + 3e−�J�
= 1 − 4e−�J� + 12e−2�J� + ¯ . �A2�

We have calculated the first few terms of the low-
temperature expansion �16� by working in a product basis of
dimer triplet and singlet states. The leading contribution is

C0 = G0,1 =
J�

2

1 − cos�Q��
�� + i0�2 − J�

2 , �A3�

which correctly reproduces the T=0 limit of Eq. �A1�. The
next term is

C1 = G1,0 + �G1,2 − Z1G0,1� . �A4�

We find by explicit calculation that

G1,2 − Z1G0,1 = − 3e−�J�G0,1. �A5�

This results in

C1 = − 4e−�J�G0,1, �A6�

which correctly reproduces the first subleading term in Eq.
�A1�. The next term is

C2 = �G2,1 − Z1G1,0� + �G2,3 − Z1G1,2 + �Z1
2 − Z2�G0,1� .

�A7�

We find that

G2,1 − Z1G1,0 = − 3e−�J�G0,1,

G2,3 − Z1G1,2 + �Z1
2 − Z2�G0,1 = 9e−2�J�G0,1, �A8�

which gives

C2 = 12e−�J�G0,1. �A9�

This correctly reproduces the second subleading term in Eq.
�A1�. We note that in the limit J� =0, the low-temperature
expansion �16� is well defined and does not suffer from the
kind of infrared divergences present for J��0. This is as
expected since the spectral function of the full result �A1�
features a sharp delta-function line even at T�0.

APPENDIX B: SOLUTIONS OF THE BAE

1. Real solutions

To find the two-triplon momenta allowed by the quantiza-
tion condition �32�, we follow the approach outlined by
James et al.24 We choose a suitable branch cut such that the
solutions are enumerated by

Lp1,2 = � i ln�− Ap1,p2

S � + 2��I1,2 +
1 + �− 1�S

4
� , �B1�

where I1,2 are integers used to parametrize the equation. This
gives L�L−1� /2 possible solutions. To satisfy p1� p2, we
need I1� I2. In the case of I1� I2 this is easily solved nu-
merically, although care must be taken not to double-count
solutions.

One must be careful with those solutions where the phase
shift is zero. The momenta are then equal to the single-
triplon momenta and so the matrix elements can be of order
O�L�. These solutions occur only for S=0 or 2. For these
states, the normalization is

NS = �L�L − 2��−1/2. �B2�

The procedure above does not identify all real solutions in
the S=0 sector. The remaining roots are found following Ref.
40. For large systems Eq. �B1� has solutions where I1= I2.
Whereas the trivial solution p1= p2 is forbidden by the Pauli
principle, another solution appears very close to the trivial
one. Due to the proximity of the two zeros, the numerical
solution of the equation is difficult. One method is to rewrite
the Bethe ansatz equations �36� as a single equation in x
= p1− p2 and to then divide by x to eliminate the trivial zero,
after which the root finder converges reliably on the desired
solution.

2. Bound states

There also exist complex solutions p1,2=x� iy, where the
amplitude decays exponentially as a function of the separa-
tion of triplons, corresponding to bound states. For these the
S-matrix elements are real, and Eq. �32� becomes

eixLe−yL + �− 1�S

2cos�x� + �2 −
S

2
�S + 1��e−y

2cos�x� + �2 −
S

2
�S + 1��ey

= 0.

�B3�

For each x=n� /L there may exist a zero, and the number of
solutions scales as L. The matrix elements for these roots
require special treatment and are given as previously in terms
of

NS�p1,p1
�� = �L�L − 1�Ap1,p1

�
S �− 1�S + L

e−y − ey�Ap1,p1
�

S �2

2 sinh�y�
�−1/2

.

�B4�

3. Singular solutions (type I)

At this point, we still miss four solutions, which occur at
singularities of the quantization conditions. Such a solution
was described for the spin-1

2 XXX model in Ref. 40. For
each S sector, there is a solution at p1,2=� /2� i�, corre-
sponding to a vanishing S-matrix eigenvalue. By introducing
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a twist angle �, the quantization conditions become

Ap1,p2

S ei�/2 = �− 1�SeiLp1,

ei� = eiL�p1+p2�. �B5�

This renders the momenta finite but they cease to be complex
conjugate to one another. Normalizing the wave function and
then taking the limit �→0, we obtain

�a,b
S = �− 1�b��a−1,b − �− 1�S�a,L−1�b,0� . �B6�

It can be verified by direct calculation that this gives an
eigenstate of the Hamiltonian. The normalization of the state
is

NS = L−1/2. �B7�

4. Singular solutions (type II)

Finally, there is another singular solution in the S=0 sec-
tor with p1= p2=�. This solution gives rise to an eigenstate
despite the fact that the two momenta are the same because
the phase shift is ill defined. Again the limiting wave func-
tion can be calculated by introducing a twist angle, normal-
izing the state and then taking the twist angle to zero. The
result for the wave function and its normalization is

�a,b
0 = �− 1�a+b, �B8�

N0 = �L�L − 1�
2

�−1/2

. �B9�

APPENDIX C: MATRIX ELEMENTS

1. Interband matrix elements

The interband matrix elements for the different types of
solution are as follows:

�A� Real solutions with zero phase shift:

US�p,p1,p2� = − LNS�L��p1,p + �p2,p� − 2� . �C1�

�B� Bound states:

US�p,p1,p1
�� = LNS�p1,p1

��ei�S/2 1

cosh�y� − cos�x − p�

���1 + Ap1,p1
�

S �cos�x − p −
�S

2



− �e−y + Ap1,p1
�

S ey�cos��S

2

� . �C2�

�C� Singular solutions (type I):

US�p� = 2iLNS sin�p� . �C3�

�D� Singular solution (type II):

U0�p� = LN0. �C4�

2. Intraband matrix elements

The intraband matrix elements are as follows for transi-
tions between different types of states in the two-triplon sec-
tor:

�A� Real→Bound:

WS�,S�p1�,p1�
�,p1,p2� � L2NS�p1,p2�NS��p1�,p1�

��ei/2�S�−S��ei/2�p1,p2

S

�� �Ap1�,p1�
�

S� ey + e−y�cos��S − S��
�

2
+

1

2
�p1,p2

S 

cos�p1 − x� − cosh�y�

−

�Ap1�,p1�
�

S� + 1�cos�x − p1 − �S − S��
�

2
−

1

2
�p1,p2

S 

cos�p1 − x� − cosh�y�

+

�Ap1�,p1�
�

S� ey + e−y�cos��S − S��
�

2
−

1

2
�p1,p2

S 

cos�p2 − x� − cosh�y�

−

�Ap1�,p1�
�

S� + 1�cos�x − p2 − �S − S��
�

2
+

1

2
�p1,p2

S 

cos�p2 − x� − cosh�y�

� .

�C5�

�B� Real→Singular (type I):

WS�,S��

2
,
�

2
,p1,p2
 � L2NS�p1,p2�NS�e

i/2��p1,p2

S +�S�−S���2�cos�p1 −
�p1,p2

S

2
− �S� − S�

�

2

 + cos�p2 +

�p1,p2

S

2
− �S� − S�

�

2

� .

�C6�

�C� Real→Singular (type II):

W0,1��,�,p1,p2� � − iL2N1�p1,p2�N0ei/2�p1,p2

S
cos

�p1,p2

S

2
�tan

p1

2
+ tan

p2

2
� . �C7�
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�D� Bound→Bound :

WS�,S�p1�,p1�
�,p1,p1

�� � L2NS�p1,p1
��NS��p1�,p1�

��ei�x−x��

��e−y−y�
1 − �− 1�S+S�Ap1,p1

�
S Ap1�,p1�

�
S� e−i�x−x��+y+y�

1 − ei�x−x��−y−y�
+ e−y+y�

Ap1�,p1�
�

S� − �− 1�S+S�Ap1,p1
�

S e−i�x−x��+y−y�

1 − ei�x−x��−y+y�

+ ey−y�
Ap1,p1

�
S − �− 1�S+S�Ap1�,p1�

�
S� e−i�x−x��−y+y�

1 − ei�x−x��+y−y�
+ ey+y�

Ap1,p1
�

S Ap1�,p1�
�

S� − �− 1�S+S�e−i�x−x��−y−y�

1 − ei�x−x��+y+y�
� . �C8�

�E� Bound→Singular (type I):

WS�,S��

2
,
�

2
,p1,p2
 � L2NS�p1,p1

��NS�e
i/2�S�−S��

�2 cos�x − �S� − S�
�

2
�

��e−y + Ap1,p1
�

S ey� . �C9�

�F� Bound→Singular (type II):

W1,0�p1,p1
�,�,�� � iL2N1N0

sin�x��1 + Ap1,p1
�

1 �

cos�x� + cosh�y�
.

�C10�

�G� Singular �type I�→Singular �type I�:

WS�,S��

2
,
�

2
,
�

2
,
�

2

 � 2L2NSNS��S,S�. �C11�

�H� Singular �type I�→Singular �type II�:

W0,1��,�,
�

2
,
�

2

 � − 2L2N1N0. �C12�

3. Corrections to the interband matrix elements to first order
in �

We expand the states to first order in � and calculate the
corrections to the matrix elements. First we note that H1 can
only induce transitions between states where the particle
number differs by at most 2 since each term in the sum only
acts on a pair of adjacent rungs. Second, the Hamiltonian is
symmetric under leg exchange while a state ��s
 with s par-
ticles picks up a sign of �−1�L−s. This implies 	�r�H1��s
=0 if
�r−s� is odd. Hence the only contributions to first order are
from states with a particle number different by 2.

a. Ground-state corrections

These are given by

�0
� = �0
 + �
��2


	�2�H1�0

− 2J�

��2
 + O��2� = �0


+
�3

4
��

a=0

L−1

�a+1,a
0,0 �0
 + O��2� . �C13�

b. Single-particle state corrections

There are the following contributions from three-particle
states:

�p,m
�1� = �
��3


	�3�H1�p,m

− 2J�

��3


= −
��3

4�L
�
a=0

L−1

�
b�a,a−1

eipada�m��b,b+1
0,0 �0
 . �C14�

c. Two-particle state corrections

In the two-particle sector, there are contributions from
four-particle states and from the ground state. The former do
not contribute to any of the matrix elements used in the
subsequent calculation to first order so they are not calcu-
lated. As the Hamiltonian conserves S and m, only the
�p1 , p2 ,S=0,m=0
 state will have a correction from the
ground state. For real solutions, this is given by

�p1,p2,0,0
�1� =
	0�H1�p1,p2,0,0


2J�

�0


= − �p1+p2,0� L

L − 1

�3

4
��eip1 − 1��0
 .

�C15�

Hence the corrections to the matrix elements are
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�A� Real solutions:

VS�p,p1,p2� � LNS�p1,p2�e−i/2�p1,p2

S
ei�/2S

�� sin�1

2
�p − p1 + �p1,p2

S − �S��
sin�1

2
�p − p1�� cos� p1 + 2p2 − p

2

 +

sin�1

2
�p − p2 − �p1,p2

S − �S��
sin�1

2
�p − p2�� cos�2p1 + p2 − p

2



+ 3�S0�2 cos� p1 − p2 − �p1,p2
0

2

cos� p1 + p2

2

 + L�p1+p2,0 + �cos�2p1 − �p1,p2

0

2

 − 1��� . �C16�

�B� Real solutions with zero phase shift:

V0,2�p,p1,p2� � LNS��2 cos� p − p1

2

 − L�p1,p�cos� p − p1

2
− p2
 + �2 cos� p − p2

2

 − L�p2,p�cos� p − p2

2
− p1


+ �S06 cos� p1 + p2

2

cos� p1 − p2

2

� . �C17�

�C� Bound states:

VS�p,p1,p1
�� �

1

2
LNS�p1,p1

���3��S,0�2x,0L + 1�cos x�e−y + Ap1,p1
�

S ey� +
�1 + Ap1,p1

�
S �cos�2p − 3x�

cosh�y� − cos�x − p�

+
�e−y + Ap1,p1

�
S ey��cos�p − �S� − cos�p − 2x��

cosh�y� − cos�x − p�
−

�e−2y + Ap1,p1
�

S e2y�cos�x − �S�

cosh�y� − cos�x − p�
� . �C18�

�D� Singular solutions (type I):

V0,2�p,
�

2
,
�

2

 � iLNS sin�2p� . �C19�

�E� Singular solutions (type II):

V0�p,�,�� � LNS�3 + 2 sin2 p

2
� . �C20�

The matrix elements with their corrections can be found in Table I. There is also a nonzero correction to the matrix elements
contributing to E0,2 and F0,2 but since this term is zero to leading order the correction to the modulus squared of the matrix
element is only second order.
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